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Junichi Yamagishi, Member, IEEE, Takao Kobayashi, Member, IEEE

I. HIDDEN SEMI-MARKOV MODEL

An N -state left-to-right HSMM λ [1], [2], [3] with no
skip paths is specified by a state output probability distribu-
tion {bi(·)}N

i=1 and a state duration probability distribution
{pi(·)}N

i=1. We assume that the i-th state output and duration
distributions are Gaussian distributions characterized by a
mean vector µi ∈ R3L and diagonal covariance matrix
Σi ∈ R3L×3L, and a scalar mean mi and variance σ2

i ,
respectively; i.e.,

bi(o) = N (o; µi,Σi) (1)

pi(d) = N (d; mi, σ
2
i ) (2)

where o ∈ R3L is an observation vector and d is the duration
in state i. The observation probability of training data O =
(o1, · · · , oT ) of length T , given the model λ, can be written
as

P (O|λ) =
N∑

i=1

N∑
j=1
j ̸=i

t∑
d=1

αt−d(j) pi(d)
t∏

s=t−d+1

bi(os) βt(i) (3)

where ∀ t ∈ [1, T ]. Then αt(i) and βt(i) are the forward and
backward probabilities defined by

αt(i) =
t∑

d=1

N∑
j=1
j ̸=i

αt−d(j) pi(d)
t∏

s=t−d+1

bi(os) (4)

βt(i) =
T−t∑
d=1

N∑
j=1
j ̸=i

pj(d)
t+d∏

s=t+1

bj(os) βt+d(j) (5)

where α0(i) = 1, and βT (i) = 1. The state occupancy
probability γd

t (i) of being in the state i at the period of time
from t − d + 1 to t is defined as

γd
t (i) =

1
P (O|λ)

N∑
j=1
j ̸=i

αt−d(j) pi(d)
t∏

s=t−d+1

bi(os) βt(i). (6)

II. CONSTRAINED MAXIMUM LIKELIHOOD LINEAR
REGRESSION

Target parameters for the HSMM-based MLLR adaptation
were restricted to the mean vectors of the average voice model

J. Yamagishi is with the Centre for Speech Technology Research,
University of Edinburgh, Edinburgh, EH8 9LW United Kingdom (see
http://homepages.inf.ed.ac.uk/jyamagis/).

T. Kobayashi are with Tokyo Institute of Technology.

1 2 3 

: Duration Probability : Output Probability 

Fig. 1. Hidden Semi-Markov Model.

[4]. However, we should simultaneously adapt covariance
matrices to a new speaker because the covariance is also
one of the important factors affecting speaker characteristics
of synthetic speech. In the HMM-based CMLLR adaptation
[5], mean vectors and covariance matrices of the state output
pdfs are simultaneously transformed using the same linear
transformation matrix (Fig. 2). Similarly, the HSMM-based
CMLLR adaptation simultaneously transforms mean vectors
and covariance matrices of the state output and duration pdfs
using the same linear matrices as follows:

bi(o) = N (o; ζ′µi − ϵ′, ζ′Σiζ
′⊤) (7)

pi(d) = N (d; χ′mi − ν′, χ′σ2
i χ′). (8)

These transformations are equivalent to the following affine
transformations of observation vector and state duration:

bi(o) = N (o; ζ′µi − ϵ′, ζ′Σiζ
′⊤) (9)

= |ζ| N (ζo + ϵ; µi,Σi) (10)
= |ζ| N (Wξ; µi,Σi) (11)

pi(d) = N (d; χ′mi − ν′, χ′σ2
i χ′) (12)

= |χ| N (χd + ν; mi, σ
2
i ) (13)

= |χ| N (Xφ; mi, σ
2
i ) (14)

where ζ = ζ′−1, ϵ = ζ′−1
ϵ′, χ = χ′−1, ν = χ′−1

ν′,
ξ = [o⊤, 1]⊤, and φ = [d, 1]⊤. W = [ζ, ϵ] ∈ R3L×(3L+1)

and X = [χ, ν] ∈ R1×2 are the linear transformation
matrices for the state output and duration pdfs, respectively.
Re-estimation formulas based on the Baum-Welch algorithm
of l-th row vector wl of W and X can be derived as follows:

wl = (αpl + yl)Gl
−1 (15)

X = (βq + z)K−1 (16)

where pl = [0 c⊤l ]⊤ and q = [0 1]⊤. It is note that cl is l-th
cofactor row vector of W . In these equations, yl ∈ R3L+1,
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Fig. 2. Constrained Maximum Likelihood Linear Regression

Gl ∈ R(3L+1)×(3L+1), z ∈ R2, and K ∈ R2×2 are given by

yl =
Rb∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
Σr(l)

µr(l)
t∑

s=t−d+1

ξ⊤
s (17)

Gl =
Rb∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
Σr(l)

t∑
s=t−d+1

ξs ξ⊤
s (18)

z =
Rp∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
σ2

r

mr φ⊤
s (19)

K =
Rp∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
σ2

r

φs φ⊤
s , (20)

where Σr(l) is the l-th diagonal element of diagonal covari-
ance matrix Σr, and µr(l) is the l-th element of the mean
vector µr. Note that W and X are tied across Rb and Rp

distributions, respectively. Then α and β are scalar values
which satisfy the following quadratic equations:

α2plG
−1
l p⊤

l + αplG
−1
l y⊤

l −
Rb∑
r=1

T∑
t=1

t∑
d=1

γd
t (r) d = 0 (21)

β2qK−1q⊤ + βqK−1z⊤ −
Rp∑
r=1

T∑
t=1

t∑
d=1

γd
t (r) = 0. (22)

Since the cofactor cl affects all row vectors of W , we adopt
the same updating method of W proposed in [5]. On the other
hand, the estimation for X is a closed-form. Although we
explain this algortihm using global transform matrices, it is
straightforward to estimate multiple transformation matrices
and conduct piecewise linear regression. In order to group
the distributions in the model and to tie the transformation
matrices in each group, we use decision trees for context
clustering in the same manner as the MLLR adaptation.

This algorithm would have effect on adaptation of prosodic
information since the range of F0 and duration is one of the
important factors for synthetic speech. Another advantage is
that we can efficiently make the covariance matrices of the
Gaussian distributions of the average voice model full matrices

in the parameter generation algorithm. In [6], it is reported
that full covariance modeling using semi-tied covariance [7]
has effect on the parameter generation algorithm considering
GV. In this system, as we can see from Eq. (7), we can use
the CMLLR transform for the purpose of the full covariance
modeling instead of the semi-tied covariance.

In addition to the MLLR and CMLLR adaptation, sin-
gle bias removal [8], automatic model complexity control
(AMCC) [9], SMAP adaptation [10], SMAPLR adaptation
[11], multiple linear regression called ESAT [12] can be also
used [13].

III. FEATURE-SPACE SPEAKER ADAPTIVE TRAINING

Although we utilized a model-space SAT algorithms [14]
using linear transformations of mean vectors of Gaussian
pdfs in our conventional systems [4], [15], a feature-space
SAT algorithm [5] is used as an alternative algorithm in the
AVSS 2006 system to efficiently utilize both mean vectors
and covariance matrices of the Gaussian pdfs for the speaker
normalization of the average voice model. We can derive the
feature-space SAT in the framework of the HSMM in a similar
way to [4]. The feature-space SAT of the HSMM estimates the
parameters of the Gaussian pdfs as follows:

µi =

∑F
f=1

∑Tf

t=1

∑t
d=1 γd

t (i)
∑t

s=t−d+1 o(f)
s∑F

f=1

∑Tf

t=1

∑t
d=1 γd

t (i) d
(23)

Σi =
∑F

f=1

∑Tf

t=1

∑t
d=1 γd

t (i)∑t
s=t−d+1(o

(f)
s −µi)(o

(f)
s −µi)⊤∑F

f=1

∑Tf

t=1

∑t
d=1 γd

t (i) d
(24)

mi =

∑F
f=1

∑Tf

t=1

∑t
d=1 γd

t (i) d
(f)∑F

f=1

∑Tf

t=1

∑t
d=1 γd

t (i)
(25)

σ2
i =

∑F
f=1

∑Tf

t=1

∑t
d=1 γd

t (i) (d
(f) − mi)2∑F

f=1

∑Tf

t=1

∑t
d=1 γd

t (i)
(26)

where F is number of the training speakers and Tf is total
number of frames of a speaker f . Note that os = ζos + ϵ
and d = χd + ν are linearly transformed observation vector
and duration in the framework of the HSMM-based CMLLR
adaptation. This technique can be viewed as a generalized ver-
sion of several normalization techniques such as cepstral mean
normalization (CMN) [16], cepstral variance normalization
(CVN) [17], [18], vocal tract length normalization (VTLN)
[19], [20], and bias removal of F0 and duration. Since this
HSMM-based feature-space SAT algorithm requires a lot of
computations, we basically train the acoustic models using
the HMM-based feature-space SAT algorithm and apply the
HSMM-based SAT algorithm in the final embedded training
procedures.

Another advantage of this feature-space SAT is feasibility.
As reported in [5], in the the model-space SAT algorithms, it
is necessary to store a full matrix for each Gaussian pdf, or
store statistics for each Gaussian component for every speaker.
In our speaker-independent HMM-based speech synthesis
system, the number of the Gaussian pdfs reaches O(107) or
more, and it partly makes the parameter estimation impractical.
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In particular, the embedded training procedures in which we
could use the model-space SAT were restricted to the training
procedures in which the parameters of the Gaussian pdfs were
tied among several pdfs. On the other hand, we can apply
the feature-space SAT algorithm to all the embedded training
procedures and conduct further normalization in the training
of the average voice model.

IV. CONSTRAINED STRUCTURAL MAXIMUM A
POSTERIORI LINEAR REGRESSION

The CMLLR adaptation algorithm utilizes the maximum
likelihood criterion for the estimation of the transformation
matrices. In the training stage of the average voice model
using the SAT algorithm, the criterion would work well since
large amount of training data for the average voice model
is available. However, in the adaptation stage, the amount of
adaptation data is very limited. Hence, we need to use more
robust criteria such as maximum a posteriori criterion. In the
MAP estimation, we estimate the transformation matrices as
follows:

Ŵ = argmax
W

P (O|λ, W )Pb(W ) (27)

X̂ = argmax
X

P (O|λ, X)Pp(X) (28)

where Pb(W ) and Pp(X) is priori distributions for the
transformation matrices W and X , respectively. For the prior
distributions, the following matrix variate normal distributions,
matrix versions of the multivariate normal distribution [21] are
convenient:

Pb(W ) ∝ |Ω|−
L+1

2 |Ψ|−L
2

exp
{
−1

2
tr(W − H)⊤Ω−1(W − H)Ψ−1

}
(29)

Pp(X) ∝ |τp|−1|ψ|− 1
2

exp
{
−1

2
tr(X − η)⊤τ−1

p (X − η)ψ−1
}

(30)

where Ω ∈R3L×3L, Ψ ∈R(3L+1)×(3L+1), H ∈ R3L×(3L+1),
τp > 0, ψ ∈ R2×2, and η ∈ R1×2 are the hyperparameters
for the prior distributions.

In the SMAP criterion [10], tree structures of the distribu-
tions effectively cope with the control of the hyperparameters.
Specifically, we first estimate global transformation parameters
at a rood node of the tree structure using all the adaptation
data, and then propagate it to its child nodes as their hyper-
parameters H and η. In the child nodes, the transformation
matrices are estimated again using their adaptation data, based
on the MAP criterion with the propagated hyperparameters.
Then, the recursive MAP-based estimation of the transforma-
tion matrices from a root node to lower nodes is conducted
(Fig. 3). Shiohan et al. applied the SMAP criterion to the
MLLR and developed SMAPLR adaptation [11].

In this paper, we apply the SMAP criterion to the CM-
LLR adaptation, and estimate the transformation matrices
for simultaneously transforming mean vectors and covariance
matrices of state output and duration distributions using the
recursive MAP criterion. This algorithm is called “constrained
structural maximum a posteriori linear regression,” or for short,
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Fig. 3. Constrained Structural Maximum A Posteriori Linear Regression

“CSMAPLR”. In the CSMAPLR adaptation, we fix Ψ and ψ
to the identity matrices, and set Ω to a scaled identity matrix
Ω = τb I3L so that the scaling is controlled by a positive scalar
coefficient τb in the same manner as SMAPLR adaptation [11].
Here I3L is the 3L × 3L identity matrix. We use the same
notation method for different dimensional identity matrices.
Re-estimation formulas based on the Baum-Welch algorithm
of the transformation matrices can be derived as follows:

ŵl = (αpl + y′
l)G

′
l
−1 (31)

X̂ = (βq + z′)K ′−1
. (32)

where pl and q are the same vectors as those of the CMLLR
adaptation. Then y′

l, G′
l, z′, and K ′ are given by

y′
l =

Rb∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
Σr(l)

µr(l)
t∑

s=t−d+1

ξ⊤
s (33)

+ τb hl

= yl + τb hl (34)

G′
l =

Rb∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
Σr(l)

t∑
s=t−d+1

ξsξ
⊤
s (35)

+ τb I3L+1

= Gl + τb I3L+1 (36)

z′ =
Rp∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
σ2

r

mr φ⊤
r + τp η (37)

= z + τp η (38)

K ′ =
Rp∑
r=1

T∑
t=1

t∑
d=1

γd
t (r)

1
σ2

r

φr φ⊤
r + τp I2 (39)

= K + τp I2 (40)

where hl is the l-th row vector of H . The quadratic equations
for α and β are the same as Eqs. (21) and (22).

The CSMAPLR adaptation algorithm can utilize the tree
structure more effectively than the CMLLR adaptation since
the tree structure represents connection and similarity between
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the distributions, and the propagated prior information auto-
matically reflects the connection and similarity. Additionally,
our tree structures used in these experiments represent linguis-
tic information as shown in Figs. 3.Hence, the propagated prior
information would reflect the connection and similarity of the
distributions in keeping with the linguistic information.
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